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Online harmonic function solution at the time step t. The main 

parameters of the algorithm is the regularizer γg and the maximum 

number of vertices ng.

Regularization controls the amount of extrapolation to unlabeled data.

The lower the regularizer, the more we trust unlabeled data

Data Quantization
 Cannot store all the past data 

 Similarity graph needs to 

be reasonably small

 Greedily find the closest pair of nodes

 Represent the two nodes by a single one

 Keep track of multiplicities

Similarity Matrix
 Defined over set of faces, higher weights to the pixels in the center



Prediction Error Analysis

O(√n)  by  the algorithm  stability 

argument of [Cortes et at. 2008]
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Minimum satisfies the 

harmonic property and has 

a closed form solution.


