Adaptive black-box optimization got easier:
HCT only needs local smoothness
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STANDARD PARTI

Hierarchical bandits rely on a standard hi-
erarchical partitioning P = {Py;} defined
recursively as

SETTING

e Objective: Find a maximum of an unknown function f : X — R with noisy observations.
e At each round ¢, a learner

e evaluates a point z; € X and observes r; = f(xy) + &,
e recommends a point z(?).

. K—1
e Performance measure: simple regret = f* — f(x(n)).
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MEASURE OF COMPLEXITY

Definition 1 (near-optimality dimension w.r.t.P)

d(v,p) £ inf{d e RT : 3C > 0,Vh > 0, N},(3vp") < Cp~@"}.

where Ny, (3vp™) is the number of cells Py ; s.t. SUpP,ep, , J(x) > f* = 3vph. ASSUMPTIONS

Assumption 1 Let x* be a global maximizer and i} be
the index of the only cell at depth h that contains x*.
Interpretation: d(v, p) controls the amount of near-optimal cells — measures how much infor- There exist v > 0, p € (0,1) s.t.

mation P gives us about f. Vh > 0,Ya € Phur, fla) > f* - Vol

— Examples of functions with different d values It is a one-side local Lipschitz-type of assumption
that naturally covers large class of functions. It is con-

f(x*) — cl(z, x*) straining f only alc).ng the optimal path and does not
v rely on any metric!

— Previous algorithms that depend on a metric:

global local

known Zooming, HOO D00, HCT

* unknown | TaxonomyZoom  S00, StoS00, ATB

X

same upper and lower envelope flx)=1—+/x+ (—2*+/x) - (sin(l/z?) +1)/2
d=0 d—=1
2

— POO(HCT) and POO(HOO):

unknown local smoothness without metric!

CONTRIBUTIONS ALGORITHMS

Context: Non-trivial to provide a sublinear re-
eret bound for HOO under Assumption 1.

— We propose P00 on top of HCT with an anal- Parameters: v p, ¢, P, 0
ysis under Assumption 1. Initialization:

POO(HCT)

Parameters: K., P, pmax, Vmax
Initialization:

7’1 % {(07 1)7(171)7(172)} DmaX %an/ln(l/IOmax)

H(l) < 17 Ul,l(]-) — U1,2(1) < TO0 n <— O, N <+ 1, S {(Vmaxapmax)}
for ¢ =1 'h(;;&ﬁ" while budget still available do

if t =2 then | while N > S DpaxIn (n/(Inn)) do

Update the whole covering tree 7; for i «— 1. ... N do
end if ¢ (VmampmaXzN/(ziﬂ))

(12,1t ), Py < OptTraverse(T;) Start HCT(s) run for %% times
. N
Evaluate zj, ;, and obtain ry

How and WHY

How it works?

e HCT traverses an optimistic path P; by repeat-
edly selecting cells that have a larger U-value
until a leat or a node that is sampled less than

ale it all tpit
e P00 launches several instances of HCT in par- Upd & Blé;i P, (he, i ))h n 2, Ve 2N
. . paate ty L t ty Ut end while
allel with different smoothness and selects the Compute 7, (1) R h HCT(s)
. . t un eac s) once
instance with the best performance. if Ty, 5, (t) > 11, () and (hy,i;) is a ntntN

leat then end while

Expand((h¢, it)) S* <— argmax, g [i[s]

end if : ;
e HOO could induce a very deep covering tree, ond for Output: A point sampled u.a.r.from
. . . . : *
while producing too many neither near-optimal the points evaluated by HCT(s*)

nor sub-optimal nodes.

Why it works?

e HCT, while having a limited depth, has the pos-
sibility to control the number of such nodes. ANALYSIS

e Few HCT instances are needed - O(logn).

Theorem 1 Assume that function f satisfies Assumption 1. Then, using the recommendation strat-
eqy x(n) ~U{x1,...,2,}), the simple regret of HCT after n rounds is bounded as
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