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MOTIVATION - MOVIE RECOMMENDATION SPECTRAL THOMPSON SAMPLING ANALYSIS SKETCH

e Goal: Movie recommendation based on similarities e Play arm which maximizes posterior probability of being the best Divide arms into two groups

e Challenges: Good prediction after just a few steps (1" < N) — Sample fi from the distribution V' (f, v*B™")

*

e A, =b_ pu—blu<g||bila- arm ¢ is unsaturated
— Play arm which maximizes b' {1 and observe reward ' H it = 9lIPillp;

e Prior knowledge: The preferences of movies are smooth
over a given weighted similarity graph

e Compute posterior distribution according to reward received e A; =b,u—Dbju>g|b; B! arm ¢ is saturated

Input:
N: number of arms, T": number of pulls
{Ar,Q}: spectral basis of graph Laplacian £ e Small standard deviation and high regret
A, 0: regularization and confidence parameters
R, C': upper bounds on noise and ||| a
Initialization:
v = R\/6dlog((A+T)/6\) + C
=0xN,f=0y,B=A,+ Ny e Low regret bounded by a factor of standard deviation

Run: . . C g
fort — 1to T do e High probability of picking

Saturated arm

e Low probability of picking

Unsaturated arm

w Over the ~ ~ _
O ond of the Rines: 11 Sample fi ~ N (f,v*B~1)

Coodfellas _ Hove T~
—Star Wars: Episode IV - A New HOD a/(t) — arg maXa bal»l'

Seven Sammrai Observe a noisy reward r(t) = b} M+ Et

City of God

Regret on playing unsaturated arm
By self-normalized bound of [1], with probability 1 — § /7%

%%7611 f«f+ ba(t)r(t) ‘B |T2

e Usual Suspects !

i S s Update B + B + b, (b}, ,, b; (e — p)| < [[bi|g (R\/ 2d log ( ’ j;' ; ) + C)
; ' Update fi < B~ 'f

df
end for With probability at least 1 — 1/7%:

MAIN RESULT b — )] < (R\/ 6dlog (%) N 0) il AT
SpectralTS regret bound Al

Theorem 1. Let d be the effective dimension and X\ be the minimum Our key result coming from spectral properties of By:
eigenvalue of A. If ||jul|la < C and for all b;, |blu| < 1, then the

cumulative regret of Spectral Thompson Sampling is with probability at log B:| < 2dlog (1 n Z)
. least 1 — & bounded as Al A
Colors represent single-user preferences.
o . o . Together we get:
Connected (similar) movies have similar user ratings llg /44 4\ A+T l & & .
(similar) 5 R(T) == \/ N R W b (A — p)| < gllbills-

H + 2
\/X / T A T
regret’ (t) = regret(t) - 1{|b; a(t) — bip| < |[bif|g-1}

where p = 1/(4e/m) and _ —1 b, i—1 N
SMOOTH GRAPH FUNCTIONS Fi {a(ﬂ»r(ﬂﬁng ) UL zlaz ..., N}

_ /

e Graph function: mapping from set of the graph vertices g =+/4log TN | Ry/6dlog (A T T) e Xy = regret’ (1) — ?Hba(t)HBt_l T2
V(G) into real numbers P y 2t: N

t — w

w=1

where [ = Ry/2dlog((A+ T)T2/(6)\)) + C.

o Setting A = I we recover LinearT5. Since log(|Br|/|A|) can be up- (Yy; £ =0,...,T) is a super-martingale process w.r.t. filtration F;.
o(f(w) = f(v)” =1'Lf perbounded by D log T [1], we obtain O(D+/T) for LinearTSs. With probability 1 — 6/2:

regret(t) = regret’ (¢)

Existing solution: SpectralUCB algorithm [3]
p

) \/ 2 Super-martingale process
New solution: SpectralTS (computationally more efficient)

e Smoothness of a graph function S¢(f): R \/ 2dlog (()\ + T)T*

— eigendecomposition of graph Laplacian: £ = QAQ’ 0A

N
=fTQAQ'f = p'Ap = ||plla = Y iy LINEAR VS. SPECTRAL BANDITS

— Azuma-Hoeffding inequality for super-martingale, w. p. 1 —4/2:

: . T T
e Observation: Sg(q;) = \; Linear Spectral Z regret! (£) S% Z [bas HBt_l N %
e Smoothness and regularization: Small value of Optimistic Approach | LinUCB  SpectralUCB t=1 t=1
(a) SG(f) (b) Anormof u  (c) p; for lal‘ge A D? N per step update D+/TlogT d/T log T n 9 (£ n 2) \/2T In g
P \VA 0
Thompson Sampling | LinearT'S  SpectralT$S
EFFECTIVE DIMENSION D2 + DN perstep update | D+/TTog N dy/TTog N By Cauchy-Schwartz inequality:
Definition 1. Let the effective dimension d be the largest d such that . p
b, 1 < | T b.o % .
(I} P p—— EXPERIMENTS 2 ez <y 772w
log(1+T/)\) b= t=
Synthetic Experiment
2 B 4+ 4\ A+ T
sarabasi-Abert graph N-500 Ftr graph: =454 Barabdsi-Albert (BA) model with the degree parameter 3. < \/ T (2 —- X) In % < \/ —; d1 In —; .
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e dis small when the coefficients \; grow rapidly above time. é tme T

Movie Experiment
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e Task: Each time ¢, pick an action (node) to get a reward.

o
£ 15001
[}

e Reward: b]pu + ¢, (with unknown parameter p) :  1o00]

© 100}

— b is the i-th row of Q | j | ACKNOWLEDGMENTS
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— reward is a combination of smooth eigenvectors R
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e Goal: Minimize the cumulative regret w.r.t. the best node Spectral Thompson Sampling i n tel ®
( ,) 4 ComPLACS

T
Rr=T max bl — Z b’ " e Better regret than LinearTS and LinUCB
t=1

e Better run time than LinUCB and SpectralUCB



