Optimistic Optimization of a Brownian
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WL Algorithm 1 00B algorithm

1: Input: ¢
2: Imit: 7 < {[0, 1]}, t; = W(1)
3: for: =2,3,4,... do

4:  l|a,b| € argmaxjcz By {break ties arbitrarily} -
5. ifn.(b—a) < ¢ then ey
6: break v
7:  endif

3:

t; < W(aT—I_b)

9: I {ZUla, ] [*7,b]}\{[a,b]}

10: end for R R
11: Output: location ¢. < arg max, W (t;) and its value W (¢.)

- GOAL: Blay) £ max(W(a), W(b)) + ne(b —a), where V§>0s.t ef < % n=(6) £ \/%5 111(5%)
- PRIOR WORK: Polynomial sample complexity
- CONTRIBUTION: Exponentially fast algorithm
— PROBLEM: dimension of a Brownian # THEOREM: For Ty €< 1/2
 eing | ; PIM—W(t:) >e| <e
- Every round t: based on history W (t1), ..., W (t,,_1) b LN < clogQ(l/e)
- choose t, and observe W(t,)
- Objective:return ¢ st.wp.1-e M — W(t) < ¢ m
- where M= supyeo. W0 - 1. Correctness: algorithm definition + the law of Brownian
m 2. at 00B evaluates pretty much only near-optimal points
- Type 1: Exists prior to optimization rewrite the as two Brownian
By the expected number of near-optimal

- simulation of financial stocks points is bounded as E[N.(n)] < 65°2" which is O(log(1/¢))

- Type 2: Observing the function creates it

- Gaussian process/Thomson sampling
blem
- Type 3: As a tool beyond learning

- computationally sample a solution of a stochastic classifies functions according to (d, C) to:

differential equation in the work of Hefter and - easy, d = 0, exponentially fast optimization
Herzwurm (2017)

- a hon-adaptive method

difficult, d = 0, polynomially fast optimization

what is its dimension d

- how fast can we optimize it
- sample complexity: 1/ve Challenge: Brownian motion is a stochastic process!
Our answers that solve the open problem:

- adaptive method - Vg, w.p. 1-€, W(t) is B¢ -Lipschitz + 3 C(g) s.t. Brownian € (d, C(€))
- better than any polynomial - there is no (d, C) with C < o such that Brownian € (d, C)

does not guarantee an exponential rate - we can optimize it with sample complexity of
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