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Online SSL with Graphs: Analysis
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Online SSL with Graphs: Analysis
Want to bound 4 Zé\lzl(i}saq,t[t]—yt)Q

What can we guarantee?

Three sources of error
= generalization error — if all data: (I?st — yt)2
= online error — data only incrementally: (7}507t[t] — f;7t)2

= quantization error — memory limitation:

All together:
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Bounding transduction error (f‘s_t — e
If all labeled examples / are i.i.d., ¢, =1 and ¢; > ¢, then

R(?) < R@)+ B+ 21“572/ %)

N~

transductive error Ar(8,n;,8)

f /7 Cu)\M( )+'7g
g+1+ 7z +1

holds with the probability of 1 — §, where

- 1 . . 1 .
R(£*) = NZ(fs,t_yt)Q and R(0") = ;Z(Tcs,t—)/t)Q

t =y

(mpB +4)

g < 2
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~

Bounding online error (1?507t[t] — fo1)?
Idea: If L and L, are regularized, then HFSs get closer together.

Recall £/ = (C'Q 4 1)y, where Q = L + I
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~

Bounding online error (1?507t[t] — fo1)?
Idea: If L and L, are regularized, then HFSs get closer together.

Recall / = (C1Q+ 1)y, where Q = L + 7,1

) Iyll2
< — =
lellz < Am(C1Q +1)
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Bounding online error (1?507t[t] — fo1)?
Idea: If L and L, are regularized, then HFSs get closer together.

Recall / = (C1Q+ 1)y, where Q = L + 7,1
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Bounding online error (1?507t[t} — fo1)?
Idea: If L and L, are regularized, then HFSs get closer together.

Recall / = (C1Q+ 1)y, where Q = L + 7,1

HéH2 < HYHQ _ HYHQ <V n
- )\m(C_lQ + I) Am(Q) +1 gt 1
Am(C)

Difference between offline and online solutions:

(?so7t[t] ~ fs,t)2

Michal Valko — Graphs in Machine Learning




Online SSL with Graphs: Analysis
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Bounding online error (1?507t[t} — fo1)?
Idea: If L and L, are regularized, then HFSs get closer together.

Recall / = (C1Q+ 1)y, where Q = L + 7,1
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Bounding online error (1?507t[t} — fo1)?
Idea: If L and L, are regularized, then HFSs get closer together.
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)

2
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Bounding quantization error

How are the quantized and full solution different?

0 =min ({ —y)"C(l —y)+07Q/
LeRN
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Bounding quantization error

How are the quantized and full solution different?

F=min ({ —y)"C(l —y)+0"Q/
LeRN

In Q! K, (online) vs. K (quantized)

~

We have: = (CT'K, + 1)Ly vs. lpg = (CTIK + 1)1y
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Bounding quantization error

How are the quantized and full solution different?

F=min ({ —y)"C(l —y)+0"Q/
LeRN

In Q! K, (online) vs. K (quantized)

~

We have: /o = (CT'Ko + 1)ty vs. log = (CTTK + 1)y

With linear algebra we get

~ ~ ‘/nl ~ ~
Héoq - €0H2 < ||Koq _ KOHF
2
Cug
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Bounding quantization error

The quantization error depends on Hkoq — KollF = |lLog — Lol|F-

When can we keep ||Zoq — Lo||F under control?
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Online SSL with Graphs: Analysis

Bounding quantization error

The quantization error depends on Hf(oq — ROH,: = Hioq — ZOHF.

When can we keep ||Loq — Lo||F under control?
Charikar guarantees distortion error of at most RR/(R — 1)
For what kind of data {x;};=1,.., is the distortion small?

Assume manifold M

= all {xj}i>1 lie on a smooth d-dimensional compact M

= with boundary of bounded geometry Def. 11 of
Hein hein2007graph
— has finite volume V
— has finite surface area A
— should not intersect itself
— should not fold back onto itself
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Bounding quantization error

Bounding ||Log — Lo F when x; € M

Consider k-sphere packing* of radius r with centers contained
in M.

If k is large — r < injectivity radius of M hein2007graph
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Bounding quantization error

Bounding ||Log — Lo F when x; € M

Consider k-sphere packing* of radius r with centers contained
in M.

If k is large — r < injectivity radius of M hein2007graph and
r<1:
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Bounding quantization error

Bounding ||Log — Lo F when x; € M

Consider k-sphere packing* of radius r with centers contained
in M.

If k is large — r < injectivity radius of M hein2007graph and

r<1: 1/
V+A
re (YHAMYT _ (L
de kl/d

r-packing is a 2r-covering:
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Bounding quantization error

Bounding ||Log — Lo F when x; € M

Consider k-sphere packing* of radius r with centers contained
in M.

If k is large — r < injectivity radius of M hein2007graph and

r<1: 1/
V+A
re (YHAMYT _ (L
de kl/d

r-packing is a 2r-covering:

_max_ Ixi —¢|l2 < RFE; <20 (k—l/d) —0 (k—l/d>

—dbpeoog

But what about |[Lo, — L,|f?
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Bounding quantization error

\/D ,','D

If similarity is M-Lipschitz, L is normalized, Vi, j % > €min
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Bounding quantization error

Do iiDo ij
If similarity is M-Lipschitz, L is normalized, Vi, j #ﬂ > €min

1Log — LollZ < O(MR/cpmin) = O(k=2/9).
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Bounding quantization error
\/ D iiDo

If similarity is M-Lipschitz, L is normalized, Vi, j % > €min

1Log — LollZ < O(MR/cpmin) = O(k=2/9).

Are the assumptions reasonable?
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Bounding quantization error

We showed ||Log — Lo||+ < O(k=2/9)
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Bounding quantization error

We showed [|Log — Lo||2 < O(k=2/) = O(1).
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Bounding quantization error

We showed [|Log — Lo||2 < O(k=2/) = O(1).

soq, so t[t])2 <

||M2
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Bounding quantization error
We showed [|Log — Lo||2 < O(k=2/) = O(1).

nj

||M2

lt] = Feot[t])® < 1Loq — Lol <
soq so CL2; é oq — 2]

Michal Valko — Graphs in Machine Learning



Online SSL with Graphs: Analysis

Bounding quantization error
We showed [|Log — Lo||2 < O(k=2/) = O(1).

nj

s 2
r th)? < Log — Lo
soq, so,t[ ]) = ngé” oq — HF u7g

||M2

With properly setting 7, e.8., 7z = Q(n?/s), we can have
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Bounding quantization error

We showed [|Log — Lo||2 < O(k=2/) = O(1).

(Foog,e[t] — Feoe[t])? <

||M2

n
1Log — Loll7 <
6373 9 GG

With properly setting 7, e.8., 7z = Q(n?/s), we can have

535 (etton)' =0 (")
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Bounding quantization error
We showed [|Log — Lo||2 < O(k=2/) = O(1).

1 ny

Mz

7 2
Foatlt] = Frot])? < —psllLoq — Loll% <
t=1 CU’Yg ur}/g

With properly setting 7, e.8., 7z = Q(n?/s), we can have

535 (etton)' =0 (")

What does that mean?
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https://misovalko.github.io/mva-ml-graphs.html

