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Smoothness of the Function and Laplacian

SG(f) = fTLf = fTQΛQTf = αTΛα = ‖α‖2Λ =

N∑
i=1

λiα
2
i

Eigenvectors are graph functions too!

What is the smoothness of an eigenvector?
Spectral coordinates of eigenvector vk : QTvk = ek

SG(vk)=vT
kLvk =vT

kQΛQTvk = eT
kΛek = ‖ek‖2Λ =

N∑
i=1

λi(ek)
2
i = λk

The smoothness of k-th eigenvector is the k-th eigenvalue.
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Laplacian of the Complete Graph KN
What is the eigenspectrum of LKN ?

1

2

3 4

5
LKN =


N − 1 −1 −1 −1 −1
−1 N − 1 −1 −1 −1
−1 −1 N − 1 −1 −1
−1 −1 −1 N − 1 −1
−1 −1 −1 −1 N − 1



From before: we know that (0, 1N) is an eigenpair.

If v 6= 0N and v ⊥ 1N =⇒
∑

i vi = 0. To get the other
eigenvalues, we compute (LKN v)1 and divide by v1 (wlog v1 6= 0).

(LKN v)1 = (N − 1)v1 −
N∑

i=2

vi = Nv1.

What are the remaining eigenvalues/vectors?
Answer: N − 1 eigenvectors ⊥ 1N for eigenvalue N with multiplicity N − 1.
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Normalized Laplacians

Lun = D − W

Lsym = D−1/2LD−1/2 = I − D−1/2WD−1/2

Lrw = D−1L = I − D−1W

fTLsymf = 1

2

∑
i,j≤N

wi,j

(
fi√
di

−
fj√
dj

)2

(λ, u) is an eigenpair for Lrw iff (λ,D1/2u) is an eigenpair for Lsym
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