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Tento text bol vypracovany ako ,,case study” na predmet Evolucné algoritmy predndsany
Doc. |. Pospichalom v zimnom semestri 2003/2004 na Fakulte matematiky, fyziky a informatiky Univerzity Komenského v
Bratislave.

Vézenska dilema je klasickym a velmi Studovanym problémov na stadium socidlnych javov v spolo¢nosti, ich
modelovanie a hladanie optimdlnych stratégii v rdoznych oblastiach ako biolégia, socidlne vedy, filozofia,
ekonémia, matematika, tedria hier a informatika. Prvy krat uzrela svetlo sveta v roku 1950. Zverejnili ju Merril
Flood spolu s Melvinom Drescherom. Vernost jej modelovania plynie z toho, Ze tispesnost stratégie vo vazenskej
dileme zavisi na dobrom bodovom zisku v sttazi s rovnako tspesnymi stratégiami ale aj s velkou plejadou
dalsich stratégii. Cielom tejto prace je evoldciou ziskat optimdlne stratégie jednak s deterministickym
rozhodovanim ale aj stratégie so stochastickym vplyvom a vzdjomne tieto stratégie porovnat.

Teodria hier a tedéria rozhodovania

Teoria hier rozliSuje dva typy hier: hry s nuloviym a hry s nenulovgm sactom. Hry s nulovym stctom st hry typu:
bud vyhrdm 100 € alebo 100 € prehram, ¢iZe ,vyhram” -100 €, a teda sticet mojej moZnej vyhry je nulovy.
Vizenska dilema vSak patrf k tym druhym, hrdm s nenulovym stcétom, teda hram, kde takéto pravidlo neplati.
teéria hier vychddza. Tedria rozhodovania sa snazi ziskavat postupy ako sa rozhodnit, ak nepozndme reakciu
prostredia, pripadne nevieme v akom prostredi sa nachddzame. Ciel je motivovany ocividne redlnymi
situdciami: ziskat aj v nezndmom prostredi, ¢o najviac. Teéria hier neuvazuje len vztah jedinec-prostredie, ale
oproti ndm stoji protihrac alebo aj protihraci, ktorf maju (ako inak) rovnaky ciel.

Vazenska dilema

Pribeh

Dvaja kriminélnici Bert a Ernie boli zatknutf za mensi zlo¢in: kradez auta. Uvéznili ich v oddelenych celach, teda
nedokdZu medzi sebou komunikovat. Policia si vS8ak mysli, Ze Bert ako aj Ernie st vinni v zdvaznejSich
zlo¢inoch, chct im nasit krddeZ banky a to, Ze zabili ¢lena ochrannej sluzby pri kradezi mikrocipu. Presibany a
vSetkymi mastami mazany detektiv chce, aby obaja zradili toho druhého (teda nespolupracovali navzdjom). Ak
ani jeden z nich neprehovori (teda spolupracujt, a predstieraji nevinu), obaja dostand rok vézenia za kradez
auta. Ak obidvaja zradia druhého, dostant 10 rokov za vrazdu. Ak jeden prehovori a druhy ostane mlcat,
zradzajaceho (ktory prehovoril) prepustia za pomoc pri vySetrovani a druhy (spolupracujtci s komplicom)
dostane cely trest 20 rokov vdzenia. Dilemou je, ¢i prehovorit, alebo ml¢at. Ak budt spolupracovat obaja ziskajti
viac ako ked obaja zradia, ale ked zradi prave jeden, tak ten ziska este viac...



V3eobecny pripad

Konkrétna instancia vézenskej dilemy zavisi len od distribtcii trestov a odmien pre jednotlivych véziov.
Nazyva sa tabulka platieb'. Standardne je symetrickd, teda kazdy z viziiov je v rovnakej pozicii. Pre nas pribeh
vyzerd tabulka takto™

Ernie spolupracuje Ernie zradi
Bert spolupracuje [1,1] [20,0]
Bert zradi [0,20] [10,10]

Tabul'ka 1 Distribiicia trestov

.....

pracovat s nasledujiicou tabul'kou platieb:

B spolupracuje B zradi
A spolupracuje [3,3] [0,5]
A zradi [5,0] [1,1]

Tabulka 2 Tabulka platieb

Vo v8eobecnosti, tabulka ma takyto tvar (C* - spolupracuje, D* — zradi):

B spolupracuje B zradi
A spolupracuje CcC CD
A zradi DC DD

Tabulka 3 VSeobecnd tabulka platieb

Plati DC>CC>DD>CD (z pohladu prvého hraca). Teda najvyhodnejsie pre mna (ako vaznia) je ked ja zradim a
komplic spolupracuje, potom ak spolupracujeme obaja, menej vyhodne ak spolu zrddzame a najmenej vyhodné
ked ma komplic zrad{ a pritom ja sa poktisam spolupracovat. Ako bude asi uvazovat Bert? ,Ak ma Ernie zradi,
tak by som bol hlupdk aby som zatlkal. Ale ak ma podrZi tak lepsie z toho vyjdem, ak ho zradim ja.” A tak ho zradi. Ernie
vsak bude uvazovat rovnako a tak dostaneme rieSenie DD. Stav nazveme rovnovaznym. Pre oboch véziov je
vSak neprijemné Ze je horsi ako tiez symetricky stav CC.

Rozne typy podobnych studovanych hier uvadza nasledujuica tabulka’:

Prisoner dilemma Chicken Stag hunt Deadlock
DC DC CcC DC
CcC CcC DC DD
DD CD DD CcC
CD DD CD CD

Tabulka 4 Rozne typy hier

Napriklad hra Chicken vyzerd nasledovne. Podgurdzeni kamarati Puf a Muf si ida dokézat, Ze sa tvrdi chlapi.

payoff matrix

prvé/druhé z dvoch &isel v zatvorke, uvadza, kol'ko rokov si odsedi Bert/Ernie
cooperates

defect

CC, CD, DC a DD st v tabulke zoradené podla vyhodnosti z pohladu prvého hraca

Q= W IN =



Nasadnii na motorky a vyrazia oproti sebe, kto prvy uhne je mikky (slaboch, padavka, Zena, kurca...) .
Samozrejme, stav ked uhne aspon jeden je lepsi pre oboch, a z tych stavov je lepsi ten ak uhne ten druhy.

Iterujeme...

Klasicky pripad vézenskej dilemy sa konal jednorazovo. Stratégia bola jasna: zradit. Do inej situdcie sa vSak
dostaneme, ak hru budeme opakovat. Teda celym procesom (bude$ zatfkat alebo sa priznas?) prejdu vazni
napriklad 10-krat. MoZeme tiez uvazovat viac védziniov. Zvykneme pridat k podmienke DC>CC>DD>CD aj
podmienku 2CC > DC + CD. Jej prakticky vyznam je taky Ze by sa malo viac oplatit spolupracovat ako striedavo
sa priznavat a zatfkat.

Ak by si vdzni nepamatali tahy svojho protihraca a pravdepodobnost komplicovej spoluprace bola rovnaka ako
zrada, dostaneme sa k tomu istému ako v neiterovanej verzii problému. Totiz priemer zo zisku ked zrddzam je
vyssi ako ked spolupracujem’. Aj v redlnom Zivote si vSak védzni ,fahy” svojho protihrdca pamitaju. Pre
zjednodusenie uvazujme jednoducht (jednobitovil) pamit, teda vézen si pamdtd, ako sa k nemu zachoval
komplic naposledy a podla toho sa rozhoduje. K tomu este priddme informéaciu ako vazen tahd prvykrat, teda ¢i
zac¢ina spoluprdcou alebo zradou. Prave sme si formalizovali pojem stratégia. Kazdu takudto stratégiu mozno

kédovat trojbitovym ¢islom a teda médme celkom 8 moznych stratégii. Kéd stratégie je trojica [a,b,c],
[a b, c}e{(),l }3 a je prvy tah, b je tah ak komplic v prechddzajticom tahu spolupracoval, a ¢ ked zraddzal. 0

znamend spolupracuj a 1 zrad . Pozrime sa ako dopadne tychto 8 stratégii vo vzajomnych sibojoch. Nechdme ich
,f ahat” 10 tahov. Priemer za 1 tah ukazuje tabulka 5:

[000] [001] [010] [011] [100] [101] [110] [111]
[000] 3 3 0,3 0,3 2,7 2,7 0 0
[001] 3 3 2,1 1,1 2,9 2,5 1,9 0,9
[010] 4,8 2,6 2 0,4 43 2,1 0 0
[o11] 4,8 1,6 4,4 1,2 4,5 1,3 41 0,9
[1001 3,2 2,9 0,8 0,5 2,8 2,5 0,4 0,1
[101] 3,2 2,5 2,6 1,3 3 1 2,4 1
[110] 5 2,4 5 0,6 4,4 1,9 2 0,1
[111] 5 14 5 1,4 4,6 1 4,6 1

Tabulka 5 Vzdjomny siiboj vsetkych mozZnych deterministickych stratégif (priemer za 10 fahov)

Pravdepodobnostna verzia

Sktsime upustit od poziadavky, Ze rozhodnutie v nasledujicom tahu je striktne determinované
predchddzajticim a umoZznime vaziiovi sa rozhodntt na zaklade akejsi pravdepodobnosti. Presnejsie, stratégia
bude trojica [a,b,c] kde jednotlivé zlozky nadobtdaji hodnoty medzi 0 a 1 pricom kazdd vyjadruje
pravdepodobnost zrady. VSimnime si, Ze takto definovand (pravdepodobnostna) verzia je pre celé a,b,c spitne
kompatibilnd s povodnou nedeterministickou verziou, ¢o ndm ulah¢i ich vzdjomné porovndvanie a stutaZenie.
Takychto stratégii je samozrejme nekonecne vela.

6 priemer pri zrade je (5+1)/2=3, pri spolupraci (3+0)/2=0,5 - v pripade rovnakych pravdepodobnosti, Ze sa
stretneme: so spolupracujticim ako so zradzajticim



Evolvujeme stratégie

Kvalita, tspesnost alebo fitness konkrétnej stratégie priamo stvisi s bodmi ktoré ziska konfrontaciou s ostatnymi
stratégiami. Preto pouZijeme evolu¢né algoritmy na zistenie tspesnosti jednotlivych stratégii a na néjdenie tej
najperspektivnejSej. Na zaciatku ndhodne vyberieme populéciu. Pre kaZdu stratégiu spocitame fitness, ako sticet
bodov ziskanych zo vzijomnych stibojoch s ostatnymi stratégiami. Dalsiu generéciu vytvorimekvazindhodnym
vyberom dvoch stratégii z populacie, ich potencidlnym krizenim a mutdciou a zaradenim potomkov do
nasledujtcej generacie. Treba podotknut, Ze v tomto algoritme nejde o to, aby sme ziskali maximdalnu fitness. Tu
je odpoved zndma, mé ju stratégia 111 alebo 110 v populécii so samymi 010 a 000 (tab. 5). Nasou snahou je
evoltciou ziskat stratégiu, ktord bude tspesnd v kontexte so Sirokym spektrom stratégii. Pseudokéd nasho
algoritmu:

P : = {nahodne vybratéa popul &ci a stratégii};
while (t<twx) and (not stop_criterion) do
begin

t:=t+l; Q< fQ ;

while | Q <|P| do begin
pre kazdd stratégiu v P spocitaj fitness v sGboji s ostatnym ;
vyber ruletou 2 stratégie s: a s, z popul aci e P;
if (randonkPrerro) [ 01, 92] : = Reproduction(sy, S2);
el se [Qi, 2] : = [S1, S7] ;

Q0<QUlq, 4, |
end;
P: =Q

if (convergent_criterion) stop_criterion:=true;

end;

vypocitané fitness

kriZenie

[
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Obrdzok 1 Schéma pouZitého genetického algoritmu



Popis algoritmu

Stboj znamend dany pocet tahov medzi dvoma stratégiami (napr. 10). Ruletu realizujeme rozdelenim intervalu
dizky suctu vietkych fitness na podintervaly (podla fitness jednotlivych stratégif) ndhodnym vyberom prvku z
intervalu a potom bindrnym prehladdvanim zistime, ktorej stratégii patri. Reprodukcia pozostiva z
jednobodového krizenia (kriZenie v takychto chromozémov modze nastat len v 2 bodoch) a eventudlnou
mutéciou s volitelnou pravdepodobnostou. Konvergen¢né kritéria budd napriklad homogenita populécie.

Klasicky pripad

Pouzime navrhnuty geneticky algoritmus na stddium klasického deterministického iterovaného pripadu. Nech
je velkost populécie 100 (300 500), pravdepodobnost reprodukcie 0,5 (0,2 0,7) pravdepodobnost mutacie 0,01
(0,05 0,005). Pocet generacii obmedzme na 500.

Vysledky

Urobili sme desiatky pokusov s roznymi velkostami populdcie a r6znymi pravdepodobnostami. Vacsina pokus
dopadla ako ukazuje ukazuje graf na obrazku 3. Zo zaciatku ma najvacSie zastipenie stratégia 111, takzvany
zloduch (vzdy zrédza), neskor je zastupenie klesa na tkor znamej stratégie 101 alebo TFI” (zac¢ina spolupracou a
potom opakuje ,f ahy” svojho protihraca v predchddzajiicom tahu, recipro¢na stratégia). Potom sa eSte v mensej
miere objavi stratégia 000, tzv. dobrdk (vZdy spolupracuje). Ako to vysvetlime?

Interpretacia vysledkov

Zo zacliatku je distribtcia stratégii ndhodnd. Vyhréva stratégia 111 pretoZze

sa najviac prizivuje na i lLipych” stratégiach ako 010 110 100 000 gg?
(vSimnime si Ze ziadna z tychto zradu netrestd). Takto sa 111 stane 010
vyznamnou zloZkou populdciu. Jej fitness je vSak stdle mensSia. Zavisi, tak o1
ako je to u vSetkych stratégii vo vdzenskej dileme, od kontextu stratégii v 100
ktorom sa nachddza. Na zloduchoch tak zloduch vela nezarobi, tym Ze 101
zloduchovia pribudajt, nemaja na kom profitovat. Spolu s fiou sa objavi 1o

stratégia 101 (podobnad TFT, zac¢ina vSak zradou) ktord ma zo zloduchmi m

rovnaku bilanciu (vid tab. 5). Nésledne vSak emerguje TFT. Zloduchovia
na nej vela neziskajii. Sama so sebou vSak zardba viac ako zloduchovia a
vie ziskat aj v sttazi s hlapymi stratégiami. Nakoniec pribudne aj dobracka 000, pretoze TFT jej dobréctvo
,h ezneuZije”.

Obrizok 2 Farby stratégii

welkost populacie: S00 - pravdepodobnost krizenia: 0.5 - pravdepodobnost mutacie: 0.01 - pocet generacii; S00
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Obrizok 3 Priebeh evoliicie (pocet stratégif v zdvislosti od epochy)
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7 Tit For Tat — ,a ko ty mne tak aj ja tebe”



Axelrod pripisuje ispech TFT v kontexte rdznych stratégii (aj inych ako sme uvaZovali) jej Styrom vlastnostiam:
1. TFT je dobréd® — nikdy nie je prvé, ¢o zradi

2. TFT odvracia atok’ — to ju robi odolnou vo¢i zneuzZitiu stratégiami, ktoré nie st dobré

3. TFT je odpustajtca'® — ma volu spolupracovat aj so stratégiami, ktoré ju zradili (okrem posledného kola)

4

TFT je prehladna' - je jednoduché pre iné stratégie predvidat jej spravanie

Pravdepodobnostné rozhodovanie

TFT bola sice v deterministickom prostredi vyhodnou stratégiou, ale uvazujme o pripade, kde mame 2 TFT
stratégie a jedna je nttend v istom kroku zradit (vo vSeobecnosti je vsak ochotna spolupracovat). Este jasnejsim
prikladom je dvojica stratégii 001 a 101. Stratégii sa budd striedavo zrddzat a pokusat sa spolupracovat, ¢im
ziskavajii menej (spomenime si na podmienku 2CC > DC + CD). Lepsie (pre obe stratégie) by bolo keby jedna z
nich dokazala druhej odpustit je chvilkovii nelojlnost a tak ich spolo¢ne prinavratila k dlhodobej spolupréci.

Prvé vysledky a vylepSenia

Pouzili sme ten isty algoritmus ako v deterministickom pripade pre rézne velkosti populacie (100, 300, 500,
1000), pravdepodobnosti reprodukcie (0,2 0,3 0,5 0,7) a pravdepodobnosti mutécie (0,01 0,05 0,001 0,005). Tu
nadabime na mensi probléme: ako vlastne sledovat homogenitu a ako interpretovat vysledky. Probléme je v
tom, Ze pravdepodobnosti st redlne ¢isla a tym padom skoro nendjdeme v populdcii identickych jedincov. Tento
problém navrhujeme riesit takto: V kazdej generacii zaokrdhlime aktudlne pravdepodobnosti v chromozéme,
na nejaky pocet desatinnych miest (10, 100) a zistujeme, ¢i nejakd skupina stratégii po zaokrithleni neprevaZzuje
nad ostatnymi.

velkast populacie: 300 - pravdepodohnost mutacie: 0.01 - pacet generacii: 100
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Obrizok 4 Emergencia ,,pravdepodobnostného zloducha” (kaZd d modrd krivka reprezentuje skupinu stratégiis rovnakyjmi
chromozémami na na 1 desatinné miesto — vyhrdvajiica krivka reprezentuje stratégie ([0,8-0,91,[0,9-1,0],[0,9-1,01))

Populécie v drvivej vacsine pripadov skonvergovali ku , pravdepodobnostnym zloduchom”, teda k stratégidm z
intervalov (0,80-0,99 0,95-0,99 0,97-0,99) To v niektorych simuldcidch umoznilo vznik ,pravdepodobnostnych
TFT” (0-0,2 0-0,05 0,7-0,9) . Teda populdcie sa stali v podstate deterministickymi a vysledky ndm nepriniesli,
Ziadne nové poznatky. Skiisme sa vSak zamysliet ako zabranit takémuto javu a prinatit evoldciu k emergencii
nejakej menej deterministickej stratégie. Jednou z pric¢in spomenutého javu moze byt to, ze len 10 ,tahov” pre

8 nice
9 retaliatory
10 forgiving
11 clear



kazdy ,stiboj” nedovolilo stochasti¢nosti tej-ktorej stratégie naplno sa prejavit. Totiz v deterministickom pripade
kvoli malému poctu stavov, v ktorych sa stperiace stratégie mohli nachddzat 10 tahov dobre aproximovalo
priemer z velkého poctu tahov. Uspesnost stochastickej stratégie sa vak moze prejavit az po velkom pocte
tahov (stvisi to so zakonom velkych ¢isel, znAmym z teérie pravdepodobnosti). Zvysme teda v nasledujdcich
simuldcidch pocet tahov na 30 (50, 100). Mohli by sme v8ak zarovern skiisit dalSie vylepSenie: ak sa ndm nebude
zdat stratégia dost stochastickd, jednoducho ju nezaradime do nasledujticej generacie. Uréime si nieco ako
parameter stochasti¢nosti (napr. 0,03) a ak ruletou vyberieme stratégiu, ktord bude mat aspori jeden parameter v
neprijatelnom rozmedzi (napr. menej 0,03 alebo viac ako 0,97) tak ju do reprodukcie nezaradime a budeme
vyberat znova.

welkost populacie: 300 - prawdepadobnost reprodukeie: 0.3 - prawdepodobnost mutacie: 0.01 - pacet generaciic 200
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Obrdzok 5 Emergencia pravdepodobnostnyjch TFT (od 130 generdcie)

Nové vysledky a diskusia

Po implementovani nadpadov do algoritmu sme vykonali dalSiu sériu simulécii s rovnakymi parametrami ako
predtym, ale este aj s r6znymi poctami kol (20, 30, 50, 100) a r6znymi parametrami stochasti¢nosti (0,01 0,03 0,05)
sme dostali zaujimavejie vysledky. Vo vécsine pripadov sme sa dostali k podobnému zloZeniu populécie ako v
pripadoch bez vylepsenia. Teda dominovali ,111“"* stratégie — alebo pravdepodobnostni zloduchovia, ktori
zdola aproximovali horné ohranicenia pre deterministickti zradu. Avsak nasli sa aj zaujimavejsie simuldcie v
pripade, Ze sa objavili (na zaciatku alebo v priebehu evoltcie kriZenim a mutaciou) nejaké , TFT stratégie. Zo
zaciatku tieto tvorili v populdcii men$inu popri tom ako sa agresivne stratégie typu ,111“ a ,0 11“nabalovali na
dobréckych, ¢i hlapych stratégidach ako ,000% ,010%, ,100“ a ,110”% Avsak len dovtedy kym ich tplne
nevykosili. V tejto chvili emergovali reciprocné I FT” stratégie ktoré sa rozmnozili a vytlacili tie agresivne.
Doteraz sa situdcia velmi podobala deterministickému pripadu. Avsak teraz nastapili odpustajtce stratégie,

welkost populacie: 200 - pravdepadabnost reprodukeie: 0.7 - pravdepodobnost mutacie: 0.01 - pacet generacii: 200
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Obrdzok 6 Emergencia odpiistajiicich stratégii.
Vitaziaca skupina stratégii na v 150-200 generdcii md hodnoty [0.3-0.4 0-0.1 0.6-0.7]

12 deterministické stratégie v itvodzovkach v tomto odstavci znamenajti, pravdepodobnostné stratégie s
pravdepodobnostami blizkymi ich deterministickym protajskom



ktoré postupne nahradili ,I FT* stratégie. Tie postupne nahradili va¢Sinu stratégii a dlhodobo sa udrzali v
populdcii. Vo vdcsine pripadov potom vytesnili kazdd minoritnt stratégiu. (obr. 6).

Priklady dalsich evolticiou ziskanych stratégii uvadzame v tabulke 6.

pocet tahov populdcia p. reprodukcie p. mutdcie emergovala®
30 200 0,7 0,01 [0,706-0,093-0,789]
30 500 0,3 0,01 [0,198-0,051-0,763]
20 100 0,5 0.005 [0.706-0.381-0.761]

Tabul'ka 6 Priklady emergencie ,,odpiistajiicich stratégii”

Porovnanie deterministickych a stochastickych stratégii

Na porovnanie si vezmeme stratégie ziskané evoltciou v Cisto deterministickych pripadoch a v pripadoch s
pravdepodobnostami . Urobime porovnanie pre rdzny pocet tahov 10 a 100. KedZe porovndvame rézne typy
stratégii, z ktorych sa niektoré rozhodujii na zdklade pravdepodobnosti. Urobime pre kazdt dvojicu 10000
simuldcii a spocitame aritmeticky priemer. Z deterministickych stratégii budeme porovnavat dobrdka (000),
zloducha (111), TFT (001) a ,takmer TFT” (101). Zo stochastickych si na porovnanie vezmeme
pravdepodobnostného zloducha (0,944-0,938-0.935) a dobraka (0,186-0,057-0,299) a jednu z emergovanych
odpustajtcich stratégif (0,198-0,051-0,763).

[000] [001] [101] [111]
[0,186-0,057-0,299] 3,14 -2,79" 2,93 -2,89 2,57 -3,03 0,29 -3,85
[0,198-0,051-0,763] 3,13-28 2,88-28 2,34-2,68 0,71-2,17
[0,944-0,938-0.935] 4,88 - 0,17 1,55-1,08 1,15-1,18 094-1,23

Tabulka 7 Porovnanie pre 10 fahov (10 000 opakovani)

[000] [001] [101] [111]
[0,186-0,057-0,299] 3,17 -2382 2,92 -2,92 2,89 -2,93 0,3-3,81
[0,198-0,051-0,763] 3,1-2,84 2,84-28 2,73-2,77 0,76 - 1,97
[0,944-0,938-0.935] 4,88 - 0,19 1,23-1,18 1,19-1,19 0,93 -1,26

Tabul'ka 8 Porovnanie pre 100 fahov (10 000 opakovani)

Vsimnime si napriklad vyznacené policko v tabulke 8, pre 100 tahov ddva v priemere o 0,4 vyssiu platbu pre
odpustajticu stratégiu ako pre 10 tahov (tab. 7, vyhodne vlastnosti sa tu prejavia az po via¢som pocte tahov). V
porovnani s deterministickou TFT (tab. 5) je tu nérast o 0,61.

DalSie moZnosti

Nowak a Sigmund uvaZovali dva typy turnajov, jeden velmi podobny tomuto nasmu. Podobne ako Molander
ukdzali, Ze ak je pravdepodobnost kooperacie, ak komplic v predchddzajicom tahu zradil, rovna q=min{1-(T-
R)/(R-S), (R-P)/(T-P)} dosahuje stratégia najvyssie platby. Pre na$ pripad je to min{1-(5-3)/(3-0),(3-1)/(5-1)} =
1/3. Teda v nasom kédovani je to chromozém s poslednou zlozkou rovnou 0,667. Toto ¢islo je velmi blizke tym,
ktoré sme ziskali evoldciou (napr. 0,761, v jednej zo simuldcii vyslo dokonca presne 0,667). Takato stratégia sa

13 v tabulke je stratégia s najvacsou fitness v populdciu, vyhldsenie, Ze emergovala sa zaklada na tom, Ze cca
25-30% populdcie tvorili stratégie z tohto intervalu a dalsich cca 20% sa vyskytovalo v susednych intervaloch

14 stratégie, ktoré emergovali v ndhodne vybratej simuldcii

15 hodnota vlavo znamend platbu pre stochastickd stratégiu, vpravo pre deterministick



nazyva GTFT (Generous TFT) . Nowak so Sigmund predpokladaji, Ze pokial je TFT nevyhnutnou pre
emergenciu kooperdcie, stratégia, ktora je biologicky plauzibilna je skor GTFT.

Existuje vSak podobny typ turnaja, so Sir§im spektrom stratégii, ktory umoziiuje rozhodovanie v dalSom kroku,
nie len na zaklade stiperovho, ale aj vlastného tahu. Stratégia moze byt teraz reprezentovana ako S(p1,p2,p3,p4)
kde p1, p2, p3, p4 st pravdepodobnosti po CC, CD, DC, a DD. Tu tiez emerguje GTFT stratégia, ale eSte viac
(90%) takzvana Pavlovovskd stratégia, ktora je blizka S(1,0,0,1), teda (vacsinou) spolupracuje po CC a DD a
zraddza po CD a DC.

My sme ukdzali, Ze sice pravdepodobnosiné stratégie nedosahuju vyssie hodnoty v kontexte evolicie s ich
deterministickymi protajskami s malym poc¢tom tahov, vyhravaju vSak v prostredi, kde nie je mozné uplatnit
determinizmus absolttne. V takomto prostredi vSak emergujt stratégie, ktoré dokdzu odpustat.

Prilohy

Prilohou k programu st programy inter (porovnava stratégie) a program dilemma (simuluje evolicie pre
deterministické aj stochastické stratégie s nastavitelnou pravdepodobnostou reprodukcie, mutacie a velkostou
populacie a poc¢tom generacii), oba v C++ (ANSI kompatibilné, vyuzivaja triedu prisoner, sicastou je aj
Makefile). Dalej skript pre Maple, pomocou ktorého sa dajt ziskat grafy (uvedené v préci) z vystupnych stiborov
z programu dilemma. Parametre kazdého programu sa vypisu po jeho spusteni.
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