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Slovaka Michala Valka z parizskeho DeepMindu
povazuju za svetovU Spicku v strojovom uceni

Sme vedecky
Jstav na
steroidocn

a prestiznu Me-

dzindrodnd kon-

ferenciu o stro-

jovom uceni

(ICML) vo Vied-

ni, ktord sa kond tento tyZder,

mu vzali aZ osem ¢lankov, ¢o je

druhy najvacési pocet zo vsiet-
kych aéastnikov z celého sveta.

Michal Valko hovori, ¢i sa da

naprogramovat intuicia a emoé-

cie, ¢i sa v strojovom uceni

in$piruju ludskym mozgom,

a vysvetluje, preco méze mat aj
umeld inteligencia predsudky.

Na stranke DeepMind sa
piSe, Ze ,umeld inteligen-
cia by sa mohla stat jednym
z najuZitocnejsich vynalezov
Iudstva". Preco si to v spoloc-
nosti myslite?

Pod umelou inteligenciou
si kazdy predstavuje nieco iné.
My si pod nu predstavujeme
systém, ktory vie rieSit prob-
lémy. V DeepMinde sme pre
verejnost spristupnili aj pred-
povede Struktiry niekolkych
malo skdmanych proteinov
spojenych s koronavirusom
SARS-CoV-2. Vyuzili sme naj-
novsiu verziu nasho systému
AlphaFold. Medzi velké prob-
lémy, ktoré by umeld inteli-
gencia mohla vyrie§it, radime
napriklad nedostatok vody na
planéte. Nemyslime si, Ze ume-
13 inteligencia vznikne z jednej
vednej oblasti, preto mame
v time ludi, ktori ovladaja ma-
tematiku, Statistiku, neurovedy
a iné prirodné vedy. Odhadu-
jem, Ze 30 percent ludi v Deep-
Minde je z prirodnych vied.

Preco je umela inteligencia
vhodna na riesSenie takychto
problémov?

Napriklad pri starocinskej
hre Go nasiel algoritmus ume-
lej inteligencie tahy, o ktorych
ludstvo ani nevedelo, Ze sa
spravne. Myslime si, Ze nieco
podobné by sa mohlo objavit
aj v inych oblastiach. Viziou
DeepMindu je riesit problémy,
ktoré by si zasluzili Nobelovu
cenu. Zakladatelia DeepMindu
si mysleli, Ze akademickd obec
postupuje pomerne poma-
ly a vyvoj chceli urychlit. Tak
spojili vedcov s firmou. Inspi-
rovali sa v IBM ¢ Microsofte.
V spolocnosti ich oslobodili od
povinnosti, ktoré by ich zataZzo-
vali na univerzite. Sme vedecky
ustav na steroidoch, snaZime
sa urychlit vedu. Pracujem 12
aZ 16 hodin denne.

Na akych projektoch pra-
cujete v DeepMinde?

Viziou
DeepMindu je
riesit problémy,
ktoré by

si zaslazili
Nobelovu cenu.

Ostatny polrok som na pro-
jekte o takzvanom ,self-super-
vised learning’, ¢o je strojové
ulenie bez spitnej vazby. Do-
sial sme v umelej inteligencii
dosiahli najvaésie aspechy vda-
ka tomu, Ze sme mali vela dat,
ktoré systému poskytovali vela
spatnej vazby. LenZe beZny Zi-
vot takto nefunguje - ked ide-
me dolava alebo doprava, nedo-
staneme spatnd vazbu, Ze je to
z1é alebo dobré. Javy ¢i veci ne-
maju ,labely’, ¢ize znacky, ktoré
by napriklad dietatu 100-tisic-
krat v roznych situdciach pove-
dali, Ze ,toto je tvoja mama’, aby
sa to nauéilo.

Vasou tlohou je zistit, ako
umely systém nauéit ¢o naj-
viac bez toho, aby mal spiatni
vazbu?

Presne tak. ,Self-supervised
learning” je len drobn4 ¢ast vel-
kého problému, ktory volame
Jreinforcement learning” Pri
nom si systém vytvara vlastny
stbor dat. V statickych subo-
roch dat je presne stanoveny
zoznam veci s uréitou funk-
ciou, ktora sa nemeni. V pripa-
de ,reinforcement learning” je
systém autondémny, vyberd si,
¢i sa pozrie dolava, alebo dopra-
va. Ked sa pozrie dolava, moZno
zmes$ka nie€o uZito¢né vpravo.
Cielom je, aby sa systém ucil
robit spravne rozhodnutia.

Co je vysledkom uéenia pri
Jreinforcement learning"?

Vysledkom nie je ,macka"
alebo ,pes’, ,ano" alebo ,nie’, ale
.chod doprava, a ked tam p6j-
des, nieco uvidi§ a podla toho
sa zmenis" Je to aktivne ucenie.
V beZnom Zivote Iudia nedosta-
vaju Specidlnu odmenu - nie
je to tak, Ze idem doprava, lebo
ma za to ¢akd odmena. No po¢i-
tacové algoritmy funguju oby-
¢ajne tak, Ze im nadizajnujeme
odmenu. Preto rieSime, ako sa
spravat, ak nemdme Ziadnu od-
menu, podobne ako v Zivote.

Predstavte si, Ze by som mal
nie¢o najst. Pristupov, ktoré
moZno zvolit, je vela. Niekto-
ré maximalizuji entropiu, Ze
chcem byt vSade rovnako vela.
Podla inych sa chcem dostat do
rohov, lebo tam mozu byt dve-
re, ktoré vas dostanu dalej. Pod-
la inych sa mdm riadit pravid-
lom pravej ruky, takZe pdjdem
stile doprava. Je vela moznosti
a nevieme, ktord je td sprav-
na. Nevieme ani to, ¢i niekto-
rd z nich je spravna. Tu vidim
moZnost najvacsieho pokroku.

Pred par driami sme vydali
¢lanok o metéde BYOL (z angl.

Michal Valko (38)

Je odbornik na strojové ucenie. Na Fakulte matematiky,
fyziky a informatiky UK vyStudoval odbor umeld inteligen-
cia a matematické metddy v informatike. Doktorandské
stadium absolvoval na univerzite v Pittsburghu. V rokoch
2009 az 2010 bol na staZi v spolocnosti Intel v Silicon Valley.
Momentalne posobi v akadémii vied v Lille. U¢i na univerzite
v Parizi a od roku 2019 je aj v spolo¢nosti DeepMind. Zao-
bera sa ,reinforcement learning-om?", ¢o je aktivny spdsob
strojového ucenia, kde sa algoritmy ucia robit spravne roz-

hodnutia.

Bootstrap Your Own Latent).
Je zaloZena na tom, Ze pri roz-
hodovani nepotrebuje Ziadne
priklady. Systém nema4 pri tré-
ningu nejaka Specidlnu spat-
nd vizbu, dostane len jednu
stotinu moZnej spatnej vazby,
napriek tomu je Gispesny v 79,6
percenta. Systémy sa snazime
navrhovat tak, aby sme do sys-
tému museli zasahovat ¢o naj-
menej.

Spitna vizba je pre vas ne-
uzitoéna?

Je velmi uZitoénd, no prob-
lémom je, Ze je jej malo. Ludia
sa dokdzu naudit vela z mini-
ma spatnej viazby. Hra Go bola
takd tazka preto, lebo spitna
vazba je nula, ak prehrate. Ak
hrate s majstrom, prehrate
vzdy. Preto systém skoro vobec
nevie, na ¢om je. Pomocnou
spatnou vizbou médZe byt na-
priklad pocet figurok v Sachu.
V redlnom Zivote mdme madlo

spatnej vazby - kym nebude
liek na koronavirus, spatnd vaz-
ba je nula. Aby som to zhrnul,
spatna vazba je super a dévod,
preco robime ,self-supervised
learning” alebo ,unsupervised
learning’, je, Ze nas in3piruje to,
Ze aj ked ludia mnohokrat ne-
maju spatna vazbu, dokaZzu sa
ucit. Aj ked sme v nezndmom
prostredi, vieme robit nieco, o
je inteligentné.

Vydali sme sa na cestu
vSeobecnej umelej inteligen-
cie, ktora nebude zvladat len
jeden problém, ale celi su-
mu, podobne ako ¢lovek?

Ano, hoci uvazujete dopre-
du. V DeepMinde sa venujeme
aj rieSeniu parcidlnych problé-
mov. Naposledy som robil na
projekte, aby sa systém naucil
nejakd reprezentdciu s tym,
aby sa tdto reprezentacia velmi
nezmenila aj v pripade, Ze na
obrazku zmenime farby alebo

ho prehadZeme. Systém do-
kaze iba toto, iné veci nie. Ne-
existuje univerzdlny systém,
ktory by dal idedlnu odpoved vo
vSetkych prostrediach. Inak po-
vedané, ku kazdému algoritmu
existuje prostredie, v ktorom
robi algoritmus nieco zle. Stile
teda plati, Ze vieme vymysliet
len 3pecidlne algoritmy na rie-
Senie konkrétnych problémov.
Nevieme to, ¢o ¢lovek, ktory vie
Soférovat, ¢itat aj hrat hry.

S pocitatovymi hrami sme
zacali pracovat prave preto,
lebo na nich moZno dobre si-
mulovat nejaké prostredie. Al-
goritmus sa nauéi jednu hru
a moze ju hrat velmi dobre.
Ovela tazsie je, aby ten isty al-
goritmus hral dobre aj ind hru.
Len pred par mesiacmi sme
v DeepMinde vydali algoritmus
Agent57, ktory hra 57 hier Ata-
ri lepSie ako ¢lovek. No schop-
nosti Agenta57 nesiahaja dalej.
Vie hrat len tie hry. MnoZinu
problémov, ktoré algoritmus
zvladne, sa snazime stale rozsi-
rovat, aby sme ho jedného dila
postavili pred problém, ktory
my vyriesit nevieme, no on by
na to mohol prist. Ide napri-
klad o zlepSenie uchovéavania
energie v baterkich. Alebo iny
problém, ktorého rieSenie by
ludstvo posunulo vpred. Na-
priklad pre Google sme spravili
systém na chladenie serverov,
ktory zniZil spotrebu energie
0 40 percent.




